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Abstract—In this paper, we propose to change the actual implemented pattern matching method to have optical character recognition by implementing the Gradient, Structural, Concavity (GSC) algorithm to extract the features of damaged, unreadable or incomplete numerical digit characters from images on printed board circuits (PCBs). Grayscale color images are acquired from a charge-coupled device (CCD) camera, assembling a dataset of 500 matrix images samples for the character digits from 0 to 9. The GSC feature extraction method is applied to get the characteristics that will be used in the character recognition step. Experimental results show that applying GSC algorithm to extract the features and using k-Nearest Neighbor (kNN) Classifier with the Euclidian Distance can improve optical character recognition (OCR) detectability of damaged characters from actual 95% to more than 97% in early tests.
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I. INTRODUCTION

Optical character recognition (OCR) has been an important technology used to convert characters from a digital image to a digital text. There are basically two types of OCR algorithms: the first technique is related with the matching of matrix images, where an alphabet of stored character images is used to compare with an input image [1], [2]. This pattern matching does not work well when new fonts are encountered or input character images are unreadable. The second technique decomposes an input image to extract the principal features [3], [4], [5]. Then, classifiers are used to compare the input image features with some stored image features and choose the best match.

Our actual system implemented at the Skyworks factory uses the traditional OCR technique i.e. pattern matching. Our implemented vision system reads identification characters on printed circuits boards (PCBs) for lot integrity and machine control. This commonly-used technique is not robust enough because many of the images on PCBs present some damaged characters due to dirt or as a result of bad previous processes [1]. Actual OCR detectability is around 95% at best. It starts with a monochrome VGA image acquisition of the upper left section of a PCB, using a NI-1752 smart camera, with full resolution, 640x480 pixels and maximum data transfer @60 fps using a GigE port. The selected resolution and data transfer speed parameters meet the factory production schedule of inspected PCBs. The camera has a grayscale output image type with a maximum character resolution to cover the entire PCB characters positions, as shown in Fig. 1.

![Fig. 1. PCB with no damaged characters.](image1)

Due to some problems with previous processes in the production line, some PCBs will have some residual dirt over the characters, making some characters unreadable for the pattern matching technique, as shown in the following Fig. 2.

![Fig. 2. PCBs with evident residual dirt over characters.](image2)

The principal problem is that operators have lower throughput than automatic OCR software, and this leads to manually writing down the information from the screen when the actual recognition software fails, increasing the process time, making possible errors from wrong readings, resulting in higher production costs. Taking into consideration these facts, a better approach has to be considered [3].

This paper presents a proposal for implementing a character recognition technique for unreadable characters using Gradient, Structural and Concavity (GSC) extraction features and K-Nearest Neighbor Classifier using Euclidian Distance [6], [7], [8].
II. DATA SET

The experimental data set consists of 500 character images, 50 images correspond to each numerical digit from 0 to 9. Fig. 3 shows some examples of damaged digit image samples.

![Fig. 3. Some damaged digit images from dataset](image)

For our previous dataset, a pre-processing step is applied as follows:

Let $I_i$ be any digit image of size $(k, l)$ -see Fig.4- from the original dataset, $\forall I_i$:

1. Convert to gray-scale (if previous images are color RGB type).
2. A threshold is applied to binarize.
3. $I_i$ is split in 60 non-overlapping regions (10 x 6 grid), as shown is the Fig. 5.

![Fig. 4. $I_i$ digit image matrix with size $(k, l)$. $k=50$ and $l=30$ in our experiments](image)

Section I - Gradient Features. Two dimensional convolutions in the X and Y direction is applied to get the gradient features using an 3 x 3 Sobel operators on the original $I_i$ binary image, -see Fig. 7. Gradients from an image representation of the Digit Character 9 are shown in Fig. 8.

$$K_x = \begin{bmatrix} -1 & 0 & 1 \\ -2 & 0 & 2 \\ -1 & 0 & 1 \end{bmatrix} \quad K_y = \begin{bmatrix} -1 & -2 & -1 \\ 0 & 0 & 0 \\ 1 & 2 & 1 \end{bmatrix}$$

$$G_x = K_x \ast M \quad G_y = K_y \ast M$$

![Fig. 7. $G_x$ and $G_y$ are the 2D convolution of a 3 x 3 matrix for every pixel on original $I_i$ digit image matrix. An extra zero padded border is added to $I_i$.](image)

III. GRADIENT, STRUCTURAL AND CONCAVITY (GSC) RECOGNITION ALGORITHM

The GSC algorithm to extract information from the image was implemented [3]. It constructs features of an image by applying a three-step feature extraction process: 1-Gradient step detect local features by analyzing the stroke shape on small distance; 2-Structural step, extract features from stroke trajectories by extending distances of gradient; 3-Concavity analysis detects stroke relationships across the image. Fig. 6 shows the final Total Feature Vector (TFV) constructed for each image.

<table>
<thead>
<tr>
<th>Section I</th>
<th>Section II</th>
<th>Section II</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gradient Features</td>
<td>Structural Features</td>
<td>Concavity Features</td>
</tr>
<tr>
<td>10x6x12 = 720 Bits</td>
<td>10x6x12 = 720 Bits</td>
<td>10x6x8 = 480 Bits</td>
</tr>
</tbody>
</table>

![Fig. 6. Total Feature Vector of each $I_i$ digit image with size of 1920 pixels](image)

Section II - Structural Features. Three dimensional convolutions in the X, Y and Z direction is applied to get the gradient features using an 3 x 3 x 3 Sobel operators on the original $I_i$ binary image, -see Fig. 7. Gradients from an image representation of the Digit Character 9 are shown in Fig. 8.

$$K_{x,y,z} = \begin{bmatrix} -1 & 0 & 1 \\ -2 & 0 & 2 \\ -1 & 0 & 1 \end{bmatrix}$$

$$G_{x,y,z} = K_{x,y,z} \ast M$$

![Fig. 8. Gradient magnitude and direction are shown for Digit Image 9](image)

Section III - Concavity Features. Three dimensional convolutions in the X, Y and Z direction is applied to get the gradient features using an 3 x 3 x 3 Sobel operators on the original $I_i$ binary image, -see Fig. 7. Gradients from an image representation of the Digit Character 9 are shown in Fig. 8.

$$K_{x,y,z} = \begin{bmatrix} -1 & 0 & 1 \\ -2 & 0 & 2 \\ -1 & 0 & 1 \end{bmatrix}$$

$$G_{x,y,z} = K_{x,y,z} \ast M$$

![Fig. 9. Gradient range from 0 to 2π in 12 equal space regions](image)
A histogram is applied for each of the 60 non-overlapping regions of the complete image grid, incrementing the counter for every Gradient Angle that falls in each region, as indicated in Fig. 9. A threshold is applied and a final 720 Bits is created for the first part of the TFV, as previously shown in Fig. 6.

Section II - Structural Features. For each pixel of the expanded I digit image with zero padded border, a set of 12 rules is applied using 8 pixels around the main pixel. These rules look for specific gradient patterns form with the nearest pixels, like horizontal lines (0, 4), vertical lines (2, 6), diagonals [(5, 1), (3, 7)] and corners [(0, 2), (2, 4), (4, 6), (6, 0)]. Fig. 10 shows these rules in a graphical positioning:

![Diagram of eight nearest pixels around main pixel](image)

Fig. 10. Eight nearest pixels around Main Pixel

A threshold is applied for each of the 12 rules result, for each of the 60 non-overlapping regions to binarize the complete set. A final 720 Bits set is created for the second part of the TFV, as previously shown in Fig. 6.

Section III - Concavity Features. Three feature sections form the last part of the GSC algorithm:

1) **Coarse Pixel Density:** A histogram is applied to count all the character pixels at each of the 60 non-overlapping regions. Then, a threshold is applied to binarize the result. For this, a 60 Bits new set is included as the first part of the Concavity Features.

2) **Large-Stroke:** Like the previous section, two histograms are applied, one for the horizontal and one for the vertical pixels strokes in each direction. A threshold is applied to binarize the result. For this section, a 2 x 60 = 120 Bits new set is included as the second part.

3) **Upward, Downward, Left, Right and Holes:** In this last section of the concavity features, for every pixel in each of the 60 non-overlapping regions, rays are fired to hit character pixels, borders and check if we have holes or character pixels in all directions. In this last section, a 5 x 60 = 300 Bits new set is included.

As shown in Fig. 6, the TFV for the Section III has the following Bits set:

\[ 1 \times (10 \times 6) + 2 \times (10 \times 6) + 5 \times (10 \times 6) = 480 \text{ Bits} \]

IV. K-NEAREST NEIGHBOR CLASSIFIER

The k-Nearest Neighbor (kNN) Classifier Algorithm was chosen for the damaged character recognition step. It was selected because of its simplicity and fast performance, and the absence of prior assumptions about data set probability distributions. The classification occurs when a majority vote among kNNs with respect to any particular test set is given. In the complete experiments k parameter was fixed to 3.

The resulting Total Feature Matrix has the form as shown in Fig. 11. Class is added at the end column:

![Final Total Feature Matrix for all Image Dataset with Digit Class included (0 – 9)](image)

Fig. 11. Final Total Feature Matrix for all Image Dataset with Digit Class included (0 – 9)

The Euclidian Distance was chosen as the first approach to compute the distance metric as follows:

\[ D_{\text{Euclidian}} = \sqrt{\sum_{i=1}^{N}(Test_i - Training_j)^2} \]  

V. EXPERIMENTAL RESULTS

A first-round experiments were conducted as follows: a kNN Euclidian Distance and a K = 3 was trained and tested varying the proportion of training-test samples. A range of 10% to 90% training and 90% to 10% test sets were analyzed. Fig. 12 shows this experimental setting result. Fig. 13 shows a zoom of the 60% to 90% section.

![kNN Classifier performance for all image dataset](image)

Fig. 12. kNN Classifier performance for all image dataset
Fig. 13. Zoom in the kNN Classifier performance.

It’s seen that classification stage yields promising results. The kNN Classifier shows interesting peaks of 100% recognition rate at high training percentage by using the GSC algorithm.

In order to assess more precisely the classification performance of the GSC+kNN proposal, Monte Carlo cross-validation strategy was selected [9]. A total of 100 random data splits of 90% training and 10% test samples were analyzed. Fig. 14 shows results and main statistics.

VI. CONCLUSIONS

The implementation of the GSC Algorithm and kNN Classifier with Euclidian Distance shows an improvement for the readings of damaged or incomplete characters using optical character recognition from a previous detectability strategy (Pattern Matching) from 95% to 96.76% ±0.405. Future work will consider increasing the dataset samples and the use of other distance metrics, as well as other classification algorithms.
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